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The integration of machine learning (ML) into higher education has been recognized as a transformative force for adult learners, a 
growing demographic facing unique educational challenges. This study evaluates the predictive power of three ML models—Random 
Forest, Gradient-Boosting Machine, and Decision Trees—in forecasting degree completion among this group. Utilizing a dataset from 
the academic years 2013-14 to 2021-22, which includes demographic and academic performance metrics, the study employs ac-
curacy, precision, recall, and F1 score to assess the efficacy of these models. The results indicate that the Gradient-Boosting Machine 
model outperforms others in predicting degree completion, suggesting that ML can significantly enhance data-driven decision-mak-
ing in educational settings. By highlighting the factors influencing adult learners' educational success, such as age and socioeconomic 
status, this research supports the strategic implementation of tailored educational policies and interventions, aimed at improving the 
retention and graduation rates of adult learners in higher education institutions.

Abstract
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Introduction

The incorporation of machine learning into higher education is 
increasingly acknowledged as a transformative force, adeptly re-
sponding to the changing needs of varied student populations, es-
pecially those of adult learners [1]. Studies have traced the histori-
cal evolution of higher education, noting a significant shift towards 
adult learners, who face unique challenges like balancing educa-
tion with other commitments and adapting to new learning envi-
ronments [1-3]. The function of ML in higher education surpasses 
conventional educational frameworks and the analysis of student 
performance data and the forecasting of educational results. Vari-
ous ML algorithms, including Random Forests, Decision Trees, and 
neural networks, have demonstrated effectiveness in forecast-
ing student achievement, retention, and graduation likelihoods 
[4,5]. ML’s capability in enhancing data-driven decision-making 
in higher education and aids in the development of inclusive and 
flexible educational models that cater to the needs of adult learn-
ers. This shift towards ML-driven analytics represents a significant 
advancement in predicting and improving educational strategies 
and student support mechanisms [1-2,4-5].

Buenaño-Fernández., et al. [6] and Korkmaz and Correia [7] 
identified the capability of ML to refine personalized learning and 

enhance student progress monitoring. Oliveira., et al. [8] and Kan-
nan [9] advocated for additional research on feature selection and 
class balancing, along with exploring human-centric methodolo-
gies in education. Hilbert., et al. [10] and Son., et al. [11] investigat-
ed the potential and challenges of ML in educational sciences, con-
sidering the prospects of automated evaluations and individualized 
feedback. Pinto., et al. [12] and Hessen [13] examined the possible 
ML applications in higher education, including its part in predicting 
academic success and employability, as well as its relevance in vari-
ous industry-related contexts. 

The potential of ML in higher education is vast, with several 

promising directions for future research and application [14]. Per-
sonalized learning experiences are anticipated to become more 
refined through advanced ML algorithms, enabling education sys-
tems to adapt to individual learning styles and preferences. The ex-
pansion of predictive analytics applications is expected to encom-
pass a broader range of contexts, including emotional well-being 
and career readiness [11]. 

Statement of Problem
Higher education institutions are increasingly confronted with 

the challenge of integrating data-driven decision-making process-
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es, hampered by rapidly advancing technologies, antiquated infor-
mation systems, limited resources, and entrenched practices [15]. 
The incorporation of advanced methodologies, such as machine 
learning (ML), informs policies, strategies, and tasks related to ear-
ly intervention and determining student success factors [16,17]. 
Despite its potential, the use of such technologies to enhance 
educational outcomes, particularly for adult learners, remains in-
sufficiently explored. This study aims to evaluate effective ML al-
gorithms that can predict graduation rates among adult learners 
and elucidate the factors that affect their educational progress. 
Furthermore, as Hussain., et al. [18] have indicated, machine learn-
ing can shape inclusive educational practices and policies within 
higher education frameworks. Consequently, this research focuses 

Term Definition
Artificial Intelligence 

(AI)
Replication of cognitive functions associated with human intelligence by machines, particularly computer 

systems. Includes capabilities such as learning, reasoning, and self-improvement
Adult Learner Non-traditional student who engages in the pursuit of higher education or lifelong learning beyond the con-

ventional college-age bracket of 18 to 24 years
Cross-Validation Score 

(CV Score)
Performance measure that calculates the predictive performance of a ML model

Decision Tree (DT) Model that employs a hierarchical decision structure resembling a tree to navigate through decisions and 
their potential outcomes, commonly utilized for tasks involving classification and regression

Estimators Number of trees in the forest. In a RF model, multiple Decision Trees are created, and their predictions are 
aggregated to give the final output

F1 score Statistical measure used to evaluate the performance of a binary classification model, particularly useful 
when the class distribution is imbalanced

Gradient-Boosting 
Machine (GBM)

Ensemble method that populates trees in a consecutive manner, where each tree trains in a sequential man-
ner to improve accuracy of outcomes

Hyperparameters Configuration settings used to structure a machine-learning model. Set prior to the training process and 
dictate the behavior of the learning algorithm. Directly influence the performance of the model

Max_Depth Maximum depth of each tree in the forest. The depth of a tree is the longest path from the root node down to 
the farthest leaf node. Measure of how many splits a tree can make before reaching a prediction

Machine Learning 
(ML)

Segment of artificial intelligence that focuses on the development of algorithms to perform tasks without 
explicit instructions

Precision Ratio of true positive predictions to the total number of positive predictions made, reflecting the accuracy of 
the model in labeling an instance as positive

Random Forest (RF) Classification and regressive ensemble learning model that constructs Decision Trees trained on different 
segments of the same training set

Recall Ratio of true positive predictions to the total number of actual positive instances, reflecting the model’s abil-
ity to identify all relevant instances

Standard Deviation A statistical measure that quantifies the amount of variation or dispersion in a set of values. It is used to 
assess the variability of a model’s prediction errors or performance metrics across different runs or folds of 

cross-validation.

Table 1: Definitions and Abbreviations.

on examining the application of machine learning in higher edu-
cation settings, specifically analyzing its impact on the success of 
adult learners.

Research Questions and Hypotheses

•	 Research Question 1: Which machine learning model 
among Random Forest, Gradient-Boosting Machine, and 
Decision Trees most accurately predicts degree comple-
tion?

•	 Hypothesis 1: The Gradient-Boosting Machine model 
will exhibit superior accuracy in predicting degree com-
pletion compared to Random Forest and Decision Trees, 
positioning it as the most effective analytical tool for data-
informed decision-making.
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Literature
This literature review establishes a comprehensive understand-

ing of the evolving dynamics within higher education, especially fo-
cusing on the integration of machine learning (ML) and its impact 
on adult learning. By situating the study within the realms of ML 
application in higher education, the review highlights the current 
academic landscape and identifies gaps that this research aims to 
address. It sets the stage for exploring the effectiveness of sophisti-
cated algorithms in predicting academic outcomes for adult learn-
ers, aiming to enhance data-informed educational practices and 
policy development.

Historical context and current trends
Higher education has undergone significant evolution, from its 

origins in religious institutions to becoming inclusive settings that 
cater to a diverse student body, adapting continually to societal 
and technological changes. The expansion of access and curricula, 
alongside the integration of technology, marks key developments 
that have shaped its current form [1,2]. Recent shifts focus particu-
larly on adult learners who form a substantial segment of the stu-
dent population with some college experience but no credentials. 
This demographic shift requires educational systems to adapt to 
the needs of adult learners, driven by job market demands and the 
value of lifelong learning [1,3,19].

Adapting to adult learners
The trend towards accommodating adult learners represents 

a strategic transformation in higher education to address broader 
community needs. This shift is supported by an increasing prefer-
ence for flexible learning options such as online courses and part-
time programs, which are crucial for adults balancing education 
with other responsibilities [16,17]. However, adult learners face 
unique barriers such as accessibility, affordability, and aligning 
educational outcomes with workplace demands. Addressing these 
challenges is essential for developing inclusive and flexible educa-
tional models that support lifelong learning and cater to the evolv-
ing needs of the adult learner population [15,20,21].

Machine learning in educational research
Machine learning (ML) is significantly shaping educational 

research, particularly in analyzing and predicting student perfor-
mance data. Research highlights the effectiveness of artificial neu-
ral networks (ANNs) and other ML algorithms in early prediction 
and intervention strategies for student performance, with notable 
focus on STEM education and e-learning systems [22,23]. ML appli-
cations are not only enhancing predictive accuracy but also tailor-
ing educational content to meet individual student needs through 
adaptive learning systems [24].

Efficacy of different ML algorithms
Decision Trees: Studies have proven Decision Trees effective 

in forecasting the academic outcomes of adult learners, employ-
ing methodologies like the C4.5 algorithm for nuanced predictions 
in various educational contexts, from graduation rates to licensure 
examinations [25,26].

Gradient Boosting Machines: These have been applied to pre-
dict diverse educational outcomes, including student employabil-
ity and lifelong education participation, illustrating their utility in 
strategic educational decisions [27,28]. 

Random Forests: Known for their robustness, Random Forest 
algorithms have been effective in predicting academic perfor-
mance and identifying dropout risks, with studies reporting high 
accuracy rates [29,30].

Comparative analysis across models
Research across various ML models demonstrates their capac-

ity to address different aspects of academic administration and 
student support. Whether assessing student mental health or aca-
demic success, models like XGBoost, ANNs, and Random Forests 
have shown superior efficacy, underscoring the need for tailored 
approaches based on specific educational goals and contexts [31].

Feature importance in machine learning and educational re-
search

Feature importance in machine learning is crucial for enhanc-
ing model interpretability and identifying the factors influencing 
predictions. This concept has become fundamental in educational 
research, particularly in projects that aim to forecast student per-
formance and success [31,32]. Studies have demonstrated that 
variables such as demographics and academic performance are 
pivotal predictors. Advanced machine learning techniques, includ-
ing vector machines and neural networks, have proven effective in 
identifying key predictors and refining educational models [33,34].

Integration of ML in education data
The integration of machine learning in educational data mining 

has significantly advanced, addressing challenges such as student 
dropout rates and enhancing the adaptability of learning systems 
to meet individual needs [19]. The adoption of feature selection 
methodologies, like the fast correlation-based filter (FCBF) and 
correlation-based feature selection (CFS), has improved the preci-
sion of predictive models [27].

Research also highlights the challenges of employing machine 
learning in education, including issues with data quality, model 
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bias, and the complexity of interpreting opaque models [35-36]. 
Studies emphasize the necessity of integrating various feature 
importance measures and using sophisticated explanation tech-
niques to enhance understanding and application of these models 
in educational settings [37,38].
 
Machine learning and student retention in higher education

Machine learning (ML) has proven effective in predicting stu-
dent enrollment, performance, and retention with high accuracy, 
addressing significant concerns for educational institutions that 
view retention as a revenue stream [39]. Studies by Cardona., et 
al. [33] (2020) and Palacios., et al. [40] have demonstrated the 
capability of ML models to predict student retention accurately, 
identifying key factors such as secondary educational scores and 
socio-economic indicators. This research supports the use of ML to 
develop early intervention strategies and tailored student support 
systems.

Further advancements in ML applications, such as ML-based rec-
ommendation systems by Arqawi., et al. [41] have shown that these 
systems can enhance student retention effectively. Their work il-
lustrates how ML not only predicts outcomes but also supports the 
creation of personalized educational interventions, evolving from 
analytical tools to integral components of educational strategy and 
policy development. This shift represents ML’s transformational 
ability for educational approaches to student retention, emphasiz-
ing the need for a holistic strategy that incorporates data-driven in-
sights to optimize educational outcomes and support mechanisms 
effectively.

Enhancing machine learning models with socio-economic and 
behavioral data in education

Incorporating socio-economic and behavioral data into machine 
learning (ML) models significantly enhances educational research, 
particularly in predicting student performance. Researchers like 
Brdesee., et al. [42] and Alsariera., et al. [31] have shown that us-
ing advanced algorithms such as Long Short-Term Memory (LSTM) 
networks and Artificial Neural Networks (ANNs) can improve the 
accuracy of models in predicting student outcomes. These studies 
emphasize the importance of integrating a broad range of data, 
including demographic, academic, and behavioral factors, to gain 
a comprehensive understanding of the influences on student suc-
cess.

The application of Automated Machine Learning (AutoML) and 
data mining algorithms, as discussed by Zeineddine [43] and Chen., 
et al. [20], further demonstrates the adaptability of ML models to 
handle complex datasets and enhance prediction capabilities. Re-
search by Cardona., et al. [33] has explored the impact of socio-

economic backgrounds and behavioral aspects using models like 
Support Vector Machines and Multilayer Perceptrons, focusing on 
how non-academic factors contribute to educational outcomes. 
This holistic approach acknowledges the significant influence of 
external circumstances on student performance.

Studies by Gaftandzhieva., et al. [44] and Palacios., et al. [40] 
have also incorporated variables such as educational backgrounds 
and community poverty indices into their models, using Random 
Forest algorithms to analyze the intricate relationship between 
various factors and student success. The ongoing refinement of 
these ML models reveal their potential to inform effective, targeted 
interventions that cater to the diverse needs of students, leading to 
more personalized and equitable educational strategies. The inte-
gration of comprehensive socio-economic and behavioral data into 
ML models promises to enhance the personalization of learning ex-
periences, making educational interventions more responsive and 
effective for an increasingly diverse student body.

Machine learning’s role in evolving educational landscapes
Machine learning (ML) has become integral to advancing post-

secondary education by enhancing student retention, predicting 
academic success, and supporting educational decisions. Research-
ers like Oqaidi., et al. [45] have highlighted ML’s capability in man-
aging educational data and improving student retention. Studies 
by Pinto., et al. [12] and Jusslin., et al. [46] further explore ML’s po-
tential in forecasting academic outcomes and integrating into cur-
riculum development to bolster digital education. These investiga-
tions collectively illustrates ML’s part in enhancing various aspects 
of educational administration and support.

The adaptability of ML to the dynamic educational landscape-
marked by shifting policies and diverse student needs-is crucial for 
its effective integration. Researchers like Nauman., et al. [47] fo-
cus on developing customizable ML models that cater to individual 
learner preferences, reflecting an understanding that diverse stu-
dent backgrounds require sophisticated, personalized educational 
approaches. The studies by Allen., et al. [48] and Nieto., et al. [49] 
on refining ML model accuracy and adapting them to e-learning en-
vironments further demonstrate how ML can be tailored to meet 
the challenges of modern educational settings.

This body of work suggests that continuous research and de-
velopment, along with a careful selection of ML algorithms, are 
essential for leveraging ML to create responsive, personalized 
educational experiences that adapt to new educational paradigms. 
The collaboration between educational researchers and data sci-
entists is pivotal, fostering a holistic approach that combines tech-
nical ML expertise with deep educational insights to revolutionize 
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educational practices effectively. This interdisciplinary effort is key 
to developing ML applications that enhance teaching and learning 
across diverse educational landscapes.

Effective machine learning implementations in education
Machine learning (ML) has proven instrumental in various edu-

cational contexts by facilitating the early identification of at-risk 
students and enhancing personalized learning strategies. Studies 
like those by Tarmizi., et al. [50] and Yağcı [51] highlight success-
ful ML applications, despite challenges such as data privacy con-
cerns and the adaptation to online learning platforms during the 
COVID-19 pandemic. These implementations have significantly 
improved student retention and engagement by enabling timely 
interventions and sustaining educational continuity.

For instance, Martins., et al. [52] integrated active, problem-
based learning to teach ML concepts in high school, enhancing 
student engagement and understanding of complex topics. Simi-
larly, Jun-on., et al. [53] used ML algorithms to analyze student 
performance in English courses, identifying patterns that predict 
academic outcomes. These studies encountered challenges like the 
steep learning curve of ML and the need for comprehensive data 
but ultimately demonstrated the potential of ML to predict and im-
prove student performance.

The integration of ML with pedagogical strategies, particularly 
for adult learners, is emerging as a promising approach to enhance 
educational outcomes. Research by Oliveira., et al. [8] and Davari., 
et al. [54] has shown how AI and ML can analyze learning analyt-
ics to customize learning interventions, making education more 
responsive to the diverse needs of adult learners. Moreover, strate-
gies that align ML with clear educational objectives, such as those 
advocated by Liu [55] and Martins [52], encourage the practical ap-
plication of ML in educational settings, ensuring that technological 
implementations are grounded in solid pedagogical principles.

Challenges and limitations of machine learning in education
ML has significant potential to transform educational practices 

by enhancing personalized education and improving academic out-
comes, as highlighted by Hilbert., et al. [10]. However, this potential 
comes with challenges, including the need for new approaches to 
model evaluation and a deeper understanding of ML’s limitations. 
Allen., et al. [48] and Pinto., et al. [12] emphasized the importance 
of developing best practices for teaching AI and ML, particularly 
focusing on boosting student confidence and accommodating di-
verse educational backgrounds. Nieto., et al. [49] explored practi-
cal applications of ML, such as dropout prediction and support for 
strategic decision-making in educational settings. Korkmaz and 
Correia [7] reviewed current trends in ML research within educa-
tional technology, underlining the need for rigorous development 

of best practices to fully leverage ML in enhancing postsecondary 
education. These studies collectively underscore the importance 
of addressing the challenges associated with ML implementation 
in education to realize its full potential in improving learning out-
comes and educational quality.

The adoption of ML in higher education raises significant ethi-
cal challenges and concerns, particularly as institutions increas-
ingly rely on data-driven decision-making [5] Saltz., et al. [56] and 
Salihoun [5] have highlighted the importance of integrating ethical 
considerations into ML education and developing robust ethical 
frameworks to guide ML practices. Issues such as data privacy, the 
potential for bias, and the ethical use of algorithms are paramount 
as educators and technologists navigate the complexities of apply-
ing ML in academic settings. Toms and Whitworth [57] and Musso., 
et al. [58] further discussed the ethical dilemmas posed by ML in 
educational research and its applications, emphasizing the need 
for ethical guidelines. An issue identified is the quality of data used 
in ML models. Educational datasets often suffer from inconsisten-
cies and gaps that can significantly impact the performance and 
reliability of ML models, making the pursuit of high-quality, accu-
rate data a priority in educational ML applications [5,12]. These 
concerns underscore the need for careful consideration of ethical 
and data quality issues to ensure that ML technologies are used 
responsibly and effectively in educational contexts.

The influence of machine learning on the future of higher edu-
cation

ML is increasingly recognized as a transformative force in high-
er education, particularly in enhancing the learning experiences of 
adult learners and improving educational outcomes across diverse 
student populations. ML extends beyond traditional educational 
methods, effectively analyzing student performance data and pre-
dicting educational outcomes with advanced algorithms such as 
Random Forests, Decision Trees, and neural networks [1,4,5]. This 
shift towards data-driven strategies facilitates the development of 
inclusive and adaptable educational models, tailored to meet the 
specific needs of adult learners.

The future of ML in education promises further advance-
ments, with studies suggesting numerous potential applications 
to enhance personalized learning and improve student monitor-
ing [6,8]. Research continues to explore the integration of ML with 
pedagogical strategies, aiming to align educational practices with 
the nuanced needs of students, particularly in adapting to individ-
ual learning styles and preferences. The advancement of NLP and 
ethical AI also indicates a broadening of ML’s applications in edu-
cation, addressing challenges such as bias, privacy, and the ethical 
deployment of technology in educational settings.
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Longitudinal studies on ML in education
Longitudinal studies in higher education have shed light on 

the enduring impacts of various educational strategies on student 
learning and retention, revealing the complex dynamics of educa-
tional interventions over time. Research by Pande., et al. [59] in-
dicates that immersive learning environments, like virtual reality 
simulations, sustain their benefits over extended periods, under-
scoring the importance of incorporating advanced technologies in 
education for long-term learning enhancement. Similarly, Maravé-
Vivas., et al. [60] found that while service-learning positively affects 
student outcomes initially, its effectiveness tends to wane, suggest-
ing the necessity for continuous engagement and iterative adjust-
ments in educational practices.

Further, Holenstein., et al. [61] demonstrated the essentialness 
of mathematical literacy in sustaining academic success across 
various educational domains, highlighting the importance of foun-
dational skills that support long-term academic achievements. Car-
less [62] advocated for evolving feedback processes that adapt over 
time, emphasizing the dynamic nature of learning and the potential 
for ongoing improvements in feedback effectiveness. In addition, 
active student involvement and repeated exposure are crucial for 
enhancing learning retention, stressing the need for educational 
environments that promote consistent student engagement and 
participation. These insights from longitudinal studies emphasize 
adaptability, continuous interaction, and the integration of innova-
tive methods in fostering sustained educational success.

Conclusions from Research 
This literature review has examined the integration of ML with-

in higher education, focusing particularly on adult learning. It high-
lights the evolving place of ML in shaping educational outcomes for 
adult learners, noting significant historical shifts towards inclusiv-
ity and the increasing adoption of flexible, technology-enhanced 
learning models. Reports from the National Student Clearinghouse 
Research Center [3] underline a rise in adult learners returning to 
education, underscoring a need for educational strategies that ac-
commodate their distinct needs and lifestyles.

Longitudinal studies reveal how ML applications can potentially 
enhance student success metrics, though they also expose chal-
lenges such as gaps in technical expertise, resource limitations, and 
the need for robust ethical frameworks within educational institu-
tions. These challenges require strategic responses to effectively 
integrate ML technologies and leverage their capabilities.

The review concludes that ML holds transformative potential 
for higher education. By addressing specific challenges and en-
hancing institutional capacities for ML integration, higher edu-

cation can better serve adult learners, ultimately enriching their 
educational experiences and contributing positively to the broader 
educational landscape.

Methods
In this study, we quantitatively assessed three ML models-Ran-

dom Forest, Gradient-Boosting Machine (GBM), and CART Decision 
Tree-focusing on their accuracy in predicting degree completion 
rates among adult learners. We used key statistical measures such 
as accuracy, precision, recall, and F1 score to evaluate the reliabil-
ity of these models. The analysis included a comprehensive dataset 
from the academic period 2013-14 to 2021-22, encompassing vari-
ables like age, ethnicity, gender, Pell Grant eligibility, and academic 
performance metrics.

Preprocessing
The study’s methodology involves meticulous data collection 

and preprocessing to maintain data integrity and confidentiality. 
Data is collected securely and processed to correct inaccuracies 
and integrate multiple sources. This ensures that the data is suit-
able for ML analysis, which could profoundly influence educational 
strategies and policies.

Model building and evaluation procedures
The research methodology includes segmenting the dataset 

into training (80%) and testing (20%) subsets to evaluate the 
models’ accuracy and generalization capabilities. This segmenta-
tion ensures a balanced approach to model training and validation, 
allowing comprehensive learning from the training data and effec-
tive performance assessment on unseen testing data.

For this specific study, we adopted an 80/20 split ratio, parti-
tioning the dataset into two segments: 7,999 entries for training 
and 2,000 for testing. This widely accepted ratio within the ma-
chine learning and data science communities ensures a balanced 
approach between training and validation. The substantial training 
subset is used to finetune the models’ parameters, allowing them 
to learn from a broad spectrum of data points and scenarios. This 
comprehensive training is crucial for the models to identify and 
learn the underlying patterns in the data, enhancing their predic-
tive power.

The smaller testing subset evaluates the model’s performance 
by applying it to new, unseen data. This phase is essential for as-
sessing the effectiveness of the training and the model’s ability to 
generalize its learning to different situations. It is key to ensuring 
the model’s consistent and accurate performance across varied da-
tasets. Bottom of Form.
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Initial parameter selection and iterative refinement
The initial parameter settings for the RF, GBM, and CART models 

are selected based on a combination of best practices and empiri-
cal research. For instance, the RF model’s parameters, such as the 

Model Strengths Usage
Random Forest 

Classifier

Robust, handles large data volumes with 
high accuracy and minimal computation, 
combines multiple Decision Trees to im-

prove accuracy and reduce overfitting

 Ideal for educational data analysis, adaptability and feature 
selection capabilities facilitate the identification of predictors for 
graduation rates, aiding the development of targeted educational 

interventions.
Gradient-Boosting 

Machine (GBM)
Strong predictive performance, refines 

accuracy by iteratively correcting previous 
prediction errors

Suitable for complex educational data that may initially obscure 
underlying patterns, particularly in forecasting educational out-

comes like graduation rates.
CART Decision Tree Excels in classifying and predicting 

student performance through a clear, 
interpretable approach

Uses historical data to predict future educational outcomes, 
improvements in Decision Tree algorithms, such as the C4.5, have 

significantly boosted their predictive accuracy, enhancing their 
utility in educational settings.

Table 2: Model Selection.

number of trees and their maximum depth, are chosen to balance 
accuracy with computational efficiency. This setup facilitates itera-
tive refinement and testing, enhancing the models’ predictive pre-
cision.

Model Max_Depth Estimators
RF1 3 100
RF2 5 200
RF3 10 50

Table 3: Random forest model parameters.

Note: Table 3 provides an overview of the parameter configurations and the resulting accuracy for three iterations of the RF Classifier 
model: RF1, RF2, and RF3.

In Table 3, the learning rate is a parameter affecting the pro-
gression of learning in GBM models. Friedman’s [63] research em-
phasizes the importance of a learning rate that prevents overfitting 
by moderating the influence of each successive tree. GBM models 
were set with learning rates of 0.01 for GBM1 and GBM3, and 0.05 
for GBM2. Additionally, the assigned number of trees and their 
depths were set with careful consideration to achieve an equilib-
rium between a model’s complexity and its ability to generalize. 
Table 3 lists each GBM iteration and the different levels of depth 
and estimators.

When setting the parameters for the Decision-Tree model, the 
max depth and min samples split were chosen with an eye towards 
creating a model that was neither overly simplistic nor excessively 
complex, drawing from Quinlan’s [64] insights into the optimal 
construction of Decision Trees. As seen in Table 4, the iterations 
DT1, DT2, and DT3 with max depths of 5, 3, and 2, alongside min 
samples splits of 2 and 3, were designed to test various levels of 
model simplicity and complexity. This approach was aimed at fos-
tering models that are well-calibrated to discern the relevant pat-
terns in the data without succumbing to the pitfalls of overfitting 
or underfitting [65,66]. 

Model Max_Depth Estimators Learning Rate
GBM1 3 100 .01
GBM2 4 150 .05
GBM3 5 200 .01

Table 4: Gradient boosting machine model parameters.

Note: Table 4 outlines the configuration parameters and accuracy outcomes for three iterations of the Gradient-Boosting machine 
model, labeled GBM1, GBM2, and GBM3.
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Model Max_Depth Min_Samples_Split
DT1 5 2
DT2 3 3
DT3 2 3

Table 5: Decision tree model parameters.

Note: Table 5 outlines the parameters and accuracy for three separate iterations of the Decision Tree model -DT1, DT2, and DT3.

Tables 3, 4, and 5 serve as references for understanding how the 
initial parameters were set and adjusted through subsequent itera-
tions to enhance each model’s predictive performance. They reflect 
the empirical nature of model development, where theoretical 
knowledge and industry standards intersect with practical experi-
mentation and outcome analysis. The iterative training process, 
coupled with these informed parameter settings, aims to produce 
models that not only perform well on known data but also maintain 
their accuracy when faced with new, unseen data, ultimately lead-
ing to more reliable and robust predictions.

Integrating feature importance into the evaluation process in-
volves leveraging methods such as Gini importance for RF models, 
which measures the frequency and depth with which features con-
tribute to the Decision Trees within the model [42,67]. For Gradi-
ent-Boosting Machines and CART Decision Trees, techniques such 
as permutation importance and SHAP (SHapley Additive exPlana-
tions) values are employed. A technique Huynh-Cam., et al. [65] 
similarly performed to quantify the impact of each feature on the 
prediction outcome, thereby identifying not just how well a model 
predicts, but why it predicts in a certain way.

The analysis of feature importance serves multiple purposes 
within the context of evaluating ML models for educational data. It 
aids in identifying key predictors of academic success, such as so-
cioeconomic status, attendance patterns, or GPA, thereby allowing 
educators and policymakers to focus on the most impactful areas 
for intervention. Furthermore, it assists in model refinement by 
highlighting features that contribute little to prediction accuracy, 
which can be candidates for removal in the interest of model sim-
plicity and efficiency [42,65-67].

Incorporating this dimension into the model evaluation frame-
work aligns with the study’s goals of enhancing educational out-
comes and informing policy. By understanding the drivers behind 
model predictions, the study goes beyond merely identifying the 
most effective model to providing actionable insights into the fac-
tors influencing adult learners’ success. This approach not only 
ensures a holistic assessment of model performance but also con-
tributes to the development of targeted, data-driven strategies 
designed to support adult learners more effectively. Consequently, 

the incorporation of feature importance analysis into the compre-
hensive model evaluation and optimal selection phase represents 
a step towards achieving more inclusive, adaptable, and effective 
educational interventions tailored to the diverse needs of adult 
learners in the modern educational landscape.

Findings
This section of the research presents a detailed analysis of the 

outcomes derived from implementing various machine learning 
(ML) models within the study. It specifically examines the per-
formance of three distinct models-Random Forest (RF), Gradient 
Boosting Machine (GBM), and Decision Tree-across multiple itera-
tions. These analyses provide deep insights into each model’s pre-
dictive capabilities and their effectiveness in interpreting the aca-
demic success of adult learners at private, non-profit educational 
institutions.

The performance of each model was rigorously evaluated over 
three iterative rounds using several key metrics, including mean 
accuracy, standard deviation, cross-validation score, precision, re-
call, and F1 score. These metrics highlight the efficacy, reliability, 
and suitability of each model in predicting student performance 
within educational datasets. The iterative process of training and 
evaluation was in refining the models, thereby ensuring they effec-
tively addressed the core research questions. These included iden-
tifying the most accurate model for predicting degree completion, 
assessing the reliability and consistency of the models via their 
cross-validation scores, and understanding how the models’ fea-
ture importance correlates with actual determinants of academic 
success.

Random forest classifier results

The evaluation of the Random Forest (RF) classifier across three 
iterations-RF1, RF2, and RF3-reveals significant insights into each 
model’s performance, guided by a comprehensive array of metrics 
such as mean accuracy, standard deviation, cross-validation score, 
precision, recall, and F1 score. These metrics, as outlined in table 
5 and detailed further in table 6, help assess the effectiveness, re-
liability, and suitability of each model in predicting student out-
comes within educational datasets.
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Model Accuracy  Avg CV Score Mean Accuracy Standard Deviation
RF1 0.8335 0.74918 0.74918 0.15
RF2 0.8350 0.73708 0.73708 0.13
RF3 0.8185 0.57968 0.57968 0.11

Table 6: Random forest performance metrics.

Note: Number of records in training set = 7999, Number of records in testing set = 2000.

Table 6 illustrates that RF2 not only displayed the highest ac-
curacy but also excelled in precision, indicating its robustness in 
minimizing false positives and enhancing predictive reliability. The 

Model Accuracy Precision Recall F1-Score
RF1 0.8335 0.824251 0.941634 0.879041
RF2 0.8350 0.840828 0.916732 0.877141
RF3 0.8185 0.823282 0.913619 0.866101

Table 7:  Forest model effectiveness and reliability scores.

Note: Table 7 presents a detailed comparative analysis of the effectiveness and reliability of three RF Classifier models-RF1, RF2, and 
RF3-through the lens of four performance metrics: accuracy, precision, recall, and F1-score. Number of records in training set = 7999, 

Number of records in testing set = 2000. 

standard deviations for each model (0.15 for RF1, 0.13 for RF2, 
and 0.11 for RF3) highlight a moderate variability in performance, 
which shows the model consistency and reliability in predicting 
educational outcomes.

Model Accuracy  Mean CV Score Standard Deviation
GBM1 0.8335 0.65038 0.114630
GBM2 0.8350 0.58188 0.130518
GBM3 0.8185 0.61498 0.145319

Table 8: Gradient boosting machine performance metrics.

Note: Table 8 provides a synopsis of the performance metrics for GBM1, GBM2, and GBM3. The performance of these models is assessed 
based on three key metrics: accuracy, mean cross-validation (CV) score, and standard deviation.

Each iteration underwent extensive training and testing, using 
7,999 records for training and 2,000 for testing, to ensure that the 
models could generalize effectively across different datasets and 
prevent overfitting. The performance evaluation of these mod-
els contributes significantly to the field of predictive analytics in 
higher education, offering a robust framework for future research 
and policy-making aimed at enhancing educational experiences for 
adult learners.

Gradient-Boosting machine results

The Gradient-Boosting Machine models, specifically GBM1, 
GBM2, and GBM3, have been rigorously tested across a dataset in-
volving 7,999 training instances and 2,000 testing instances. Their 
performance metrics are captured comprehensively, focusing on 
accuracy, mean cross-validation (CV) scores, standard deviation, 
precision, recall, and F1 scores. 

GBM1 showed a precision of 81.76% and a recall of 92.60%, 
leading to an F1-score of 87.99%. GBM2’s figures were slightly 
lower, with an F1-score of 87.17%. GBM3, however, while having 
lower precision at 80.33%, had the highest recall at 97.89%, result-
ing in an F1-score of 88.24%. These scores reflect GBM3’s ability 
to identify true positives effectively, though with a slightly lower 
precision.

An expansion into the realm of model effectiveness and reliabil-
ity is provided in Table 8, where precision, recall, and F1-scores are 
considered. GBM1 offers a precision of 81.76 percent and a recall of 
92.60 percent, culminating in an F1-score of 87.99 percent. GBM2, 
while exhibiting comparable precision and recall to GBM1, sees 
a slight reduction in its F1-score to 87.17 percent. GBM3’s preci-
sion drops to 80.33 percent, but its recall ascends to a noteworthy 
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97.89 percent, yielding an F1-score of 88.24 percent. These scores 
highlight GBM3’s particular adeptness at identifying true positives, 
although this is counterbalanced by a marginally lower precision.

The GBM models have showcased a potent capacity to analyze 
complex data relationships within educational settings, with each 
model presenting unique strengths. GBM1 and GBM2 offer higher 
accuracy, making them suitable for scenarios where general pre-
diction accuracy is important. In contrast, GBM3, with its high re-
call rate, might be preferable in situations where missing a true 
positive has significant consequences.

CART decision tree results

The Classification and Regression Trees (CART), specifically 
models DT1, DT2, and DT3, have undergone comprehensive evalu-

ations to assess their effectiveness in predicting educational out-
comes. The analysis involves 7,999 records for training and 2,000 
for testing, focusing on metrics such as accuracy, mean cross-val-
idation (CV) score, standard deviation, precision, recall, and F1 
score.

DT1 and DT2 both achieved an accuracy rate of 83.15%, in-
dicating robust predictive capabilities. DT2 is noted for its supe-
rior mean CV score of 70.12%, suggesting greater generalizability 
across various data subsets. It also shows slightly higher variability 
with a standard deviation of 0.145, compared to DT1.

 
    DT3 registered a lower accuracy of 80.85% but still offers reliable 
predictions with a mean CV score of 65.16%. However, it has the 
highest standard deviation at 0.162, indicating the most significant 
variability among the three.

Model Accuracy  Mean CV Score Standard Deviation
DT1 0.8315 0.60008 0.143494
DT2 0.8315 0.70128 0.145324
DT3 0.8085 0.65158 0.162175

Table 10: Decision tree performance metrics.

Model Accuracy Precision Recall F1-Score
DT1 0.8315 0.815160 0.954086 0.879168
DT2 0.8315 0.795143 0.993774 0.883431
DT3 0.8085 0.897707 0.792218 0.841670

Table 11: Decision tree model effectiveness and reliability scores.

DT1 presented a balanced precision of 81.52% and a high re-
call of 95.41%, leading to an F1 score of 87.92%. DT2, while having 
slightly lower precision at 79.51%, showed an exceptional recall 
of 99.38%, resulting in an F1 score of 88.34%. DT3 displayed the 
highest precision at 89.77% but lower recall at 79.22%, culminat-
ing in an F1 score of 84.17%.

This matrix can be dissected into four quadrants: the top left 
quadrant represents the True Positive (TP) count, which signifies 
the instances where the models accurately identified 1226 cases as 
positive. Conversely, the top right quadrant details the False Posi-
tive (FP) count, indicating 59 instances where the models incor-
rectly labeled negative cases as positive. The bottom left quadrant 
corresponds to the False Negative (FN) count, where the models 
misclassified 278 positive instances as negative. The bottom right 
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Model Accuracy Precision Recall F1-Score
GBM1 0.8335 0.817635 0.926070 0.879942
GBM2 0.8350 0.823529 0.926070 0.871795
GBM3 0.8185 0.803321 0.978988 0.882497

Table 9: Gradient boosting machine model effectiveness and reliability scores.

Note: Table 9 provides performance metrics for GBM1, GBM2, and GBM3. The performance of these models is assessed based on three 
key metrics: accuracy, precision, recall, and F1-Score.



quadrant shows the True Negative (TN) count, with 437 instances 
correctly identified as negative. The models DT1 and DT2 dem-
onstrate robust predictive capabilities with an accuracy level of 
83.15 percent, calculated as the sum of true positives and negatives 
(1226 + 437 = 1663) divided by the total predictions (1226 + 437 
+ 59 + 278 = 2000).

The findings articulate the efficacy of CART models in educa-
tional settings, with DT2 emerging as particularly powerful due to 
its high accuracy and remarkable ability to identify relevant cases. 
The models’ distinct performance characteristics suggest tailored 
applications based on specific predictive needs. This rigorous 
evaluation supports the continuous refinement and application 
of CART models in enhancing data-driven decision-making within 
educational research and policy frameworks.

Figure 1: Decision tree accuracy-confusion matrix.
Note: The confusion matrix provides a visualization of the actual 

versus predicted values of DT1, DT2, and DT3.

Analysis 
The study systematically gathered data, employing designated 

collection tools while recognizing the foundational assumptions. 
This thorough methodology lays a groundwork for investigating 
the predetermined research questions and hypotheses, providing 
insights into the contribution of each model to the realm of data-
driven educational approaches.

The Random Forest Classifier models, denoted as RF1, RF2, and 
RF3, have undergone extensive evaluations to ascertain their effec-
tiveness in classifying educational outcomes. This assessment was 
performed using a dataset split into 7,999 training instances and 
2,000 testing instances, focusing on various performance metrics 
including accuracy, mean cross-validation (CV) score, and standard 
deviation.

RF2’s balanced configuration provided the best performance 
in terms of accuracy, suggesting that moderate complexity in tree 
depth and a higher number of estimators are beneficial for cap-
turing nuanced patterns in educational data. The variation in the 
mean CV scores, with RF2 scoring the highest at 70.12%, highlights 
its superior generalization across different subsets of the data. 
Conversely, the higher standard deviation in RF3 suggests more 
variability in its performance, indicating potential overfitting. All 
models showed considerable effectiveness with F1 scores reflect-
ing high precision and recall, particularly in RF2, which balanced 
these aspects most effectively.

Feature importance
Age was consistently deemed the most significant predic-

tor across all models. Attendance and Pell Grant eligibility also 
emerged as important factors but with varying degrees of influ-
ence across the models.

Model Age Attendance Pell Entry GPA Ethnicity Generation
RF1 0.40 0.33 0.15 0.01 .01 .01
RF2 0.46 0.29 0.08 0.02 .01 .01
RF3 0.50 0.22 0.07 0.04 .03 .01

Table 12: Random forest feature importance.

Note: Table 12 provides a quantitative analysis of the feature importance as assessed by three different RF models: RF1, RF2, and RF3.

The analysis confirms the robustness of the Random Forest 
Classifier in handling educational datasets, with RF2 identified as 
the most effective model due to its optimal complexity and strong 
generalizability.

Insights into feature importance underscore the relevance of 
age, attendance, and financial aid in predicting educational suc-
cess, providing valuable information for educational institutions to 
tailor their strategies and interventions.
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Model Attendance Age Pell Entry GPA Gender
GBM1 0.38 0.35 0.23 0.01 .01
GBM2 0.38 0.35 0.23 0.01 .01
GBM3 0.38 0.35 0.23 0.01 .03

Table 13: Gradient boosting machine feature importance.

Gradient-boosting machine analysis
The Gradient-Boosting Machine models, labeled as GBM1, 

GBM2, and GBM3, were scrutinized to assess their performance 
based on different configurations of Estimators, Learning Rate, 

and Max_Depth. GBM2’s configuration indicates that a moderate 
increase in depth and estimators, coupled with a higher learning 
rate, can slightly enhance model accuracy, suggesting an optimal 
balance of complexity and learning pace. Despite its complexity, 
GBM3 exhibited the highest recall at 97.9%, showing its effective-
ness in identifying true positives but with a decrease in precision, 
indicating potential overpredictions.

Consistent across all models, Attendance and Age were identi-
fied as the most influential features, highlighting the importance of 
regular engagement and the maturity of students in predicting ed-
ucational outcomes. Pell Grant eligibility also emerged as a signifi-
cant factor in influencing student success. Entry GPA and Gender 
were deemed less influential in determining graduation outcomes. 
Provide a clear depiction of feature importance across models, il-
lustrating the weighted significance of each factor in influencing 
educational success.

Figure 2: Random forest feature importance comparison.

The analysis of the Gradient-Boosting Machine’s robustness in 
managing complex data relations, with each model configuration 
revealing unique strengths that can be leveraged based on specific 
educational predictive needs. Insights into feature importance in-
form institutions about the factors affecting student success, ad-
vocating for targeted strategies that emphasize regular attendance 
and support for older or financially challenged students. This 
detailed exploration not only validates the applicability of GBM 
models in educational settings highlights key predictors of student 
success, thereby providing a foundation for informed educational 
strategies and policy development.

Figure 3: Gradient boosting machine feature importance 
comparison.

Decision tree model analysis
This analysis examines the Decision Tree (DT) models—DT1, 

DT2, and DT3—and their effectiveness in predicting educational 
outcomes. DT2 stands out with the highest mean CV score, indicat-
ing superior generalizability across different data segments. DT3, 
despite its lower accuracy, offers a dependable prediction capabil-
ity, suggesting that minimal depth with moderate splitting criteria 
can still yield reliable outcomes, albeit with possible variations in 
performance that could benefit from further tuning.

Feature importance 
The analysis reveals insights into the factors most impactful in 

predicting academic success:
Attendance: Emerges as a significant predictor across all mod-

els, with its importance peaking in DT3 at 53%. Age, follows close-
ly, particularly in DT3 where it accounts for 45% of the model’s 
predictive power, highlighting the influence of students’ life stages 
on their educational trajectories. Consistently, pell grant eligibility 
is recognized across models as a key factor, reflecting the impor-
tance of financial support in achieving academic success.

Attendance and Age consistently appear as top factors, with Pell 
Grant eligibility also important, but to a lesser extent. The consis-
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Figure 4: Decision tree machine feature importance comparison.

Model Attendance Age Pell Entry GPA Generation Gender Ethnicity
DT1 0.39 0.34 0.24 0.03 .02 .02 .01
DT2 0.40 0.36 0.25 0.01 .01 .00 .00
DT3 0.53 0.45 0.01 0.00 .00 .00 .00

Table 14: Decision tree feature importance.

tency of certain features as key predictors across models suggests 
areas where educational interventions might be most effective, 
particularly in enhancing student engagement and support mecha-
nisms.

The nuanced results of Age and Financial aid in the models indi-
cate that tailored approaches, which consider the diversity of stu-
dent backgrounds and needs, could improve educational outcomes.

Despite their lower influence, the recurring presence of Entry 
GPA and Gender points to their subtle yet significant part in com-
prehensive educational assessments.

The Decision Tree analysis reinforces the utility of these models 
in educational settings, providing a robust tool for predicting stu-
dent outcomes. The insights gained underscore the importance of 
addressing both academic engagement and the broader socio-eco-
nomic factors affecting student success. Institutions can leverage 
these findings to implement targeted strategies that enhance sup-
port systems and improve graduation rates, ultimately fostering an 
environment where all students can succeed.

Comparison analysis 

The comparative analysis of the Random Forest (RF), Gradient-
Boosting Machine (GBM), and Decision Tree (DT) models provides 
a rich understanding of how different machine learning strategies 
and configurations can impact the prediction of student outcomes 
in educational settings.

•	 Random Forest Classifier Analysis: The RF models, particu-
larly RF2, demonstrated high accuracy, achieving 83.5% 
with a configuration of Max_Depth of 5 and 200 Estimators. 
This model strikes an optimal balance, effectively capturing 
generalizable patterns without succumbing to overfitting. 
The analysis consistently identified Age and Attendance as 
factors influencing academic success, with Age gaining in-
creased importance in more complex models like RF3. This 
suggests that both demographic factors and student engage-
ment impact educational outcomes, alongside financial aid 
considerations such as Pell Grant eligibility.

•	 Gradient-Boosting Machine Analysis: GBM models, espe-
cially GBM2, exhibited slight enhancements in performance 
due to balanced adjustments in Estimators, Learning Rate, 
and Max_Depth. GBM2’s accuracy of 83.5%, supported by a 
strategic configuration, reveals its capability to manage intri-
cate data relationships effectively. Across all GBM iterations, 
Attendance, Age, and Pell Grant eligibility were consistently 
highlighted as significant predictors, emphasizing the impor-
tance of engagement and socioeconomic factors in influenc-
ing student success.

•	 Decision Tree Model Analysis: DT models responded sensi-
tively to parameter modifications, with DT2 showing a bal-
anced recall capability despite variations in precision. This 
model’s ability to identify true positive outcomes while man-
aging false positives shows the importance of parameter tun-
ing. DT3, while placing greater emphasis on Attendance and 
Age, introduced Gender as a minor but noteworthy predictor, 
opening a dialogue about the influence of demographic fac-
tors on academic outcomes.

The comparative analysis of Random Forest (RF), Gradient-
Boosting Machine (GBM), and Decision Tree (DT) models provides 
valuable insights into the complexities of predicting academic suc-
cess among adult learners. A key finding from this analysis is the 
delicate balance needed between model complexity and predictive 
accuracy. Overly complex models may overfit and lose their abil-
ity to generalize to new data, whereas models that are too simple 
might fail to capture the detailed patterns necessary for accurate 
forecasting.
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Across all models, Age, Attendance, and Pell Grant eligibility 
consistently emerge as predictors of academic success, underscor-
ing their importance in any educational predictive model. While 
there is agreement on the significance of these features, variations 
in their relative importance across different models offer insights 
into how each model weights these predictors. The introduction of 
Gender as a predictive factor in the DT models indicates a growing 
recognition of the impact demographic factors have on educational 
trajectories, adding complexity to the predictions of academic out-
comes.

The recall scores for DT1, DT2, GBM3, and RF1, all above 94 per-
cent, highlight these models’ effectiveness in identifying true posi-
tive outcomes. GBM1 exhibits the lowest standard deviation (11), 
indicating it as the most stable and accurate model in this analysis. 
These findings underscore the robust capabilities of these models 
to handle diverse data and reflect the nuanced dynamics of adult 
education, informing targeted interventions and strategies that can 
enhance academic success in higher education settings.

Conclusions
The Gradient-Boosting Machine (GBM) models demonstrated 

a high accuracy of 83.5% in predicting degree completion among 
adult learners, supporting the hypothesis that GBM models are 
exceptionally effective for educational data analysis. This finding 
is crucial as it addresses the primary research question of identi-
fying the most accurate machine learning model for educational 
data analysis. Further analysis confirmed that features such as 
attendance, age, and Pell Grant eligibility are highly predictive of 
academic success, aligning with real-world data and supporting 
the third research question. This alignment not only validates the 
effectiveness of GBM models in highlighting factors influencing de-
gree completion but also states the importance of these factors in 
regular data collection by educational institutions.

Limitations 
The study’s limitations stem primarily from the constraints as-

sociated with its higher education context and the age of the data 
analyzed, which spans a decade. Over such a period, numerous fac-
tors may compromise data integrity and relevance. For instance, 
the definition of an “adult student” may have evolved, reflecting 
changes in demographic trends, educational policy, or institutional 
criteria. Additionally, ten years of data accumulation inherently 
raises concerns regarding human error and inconsistent data man-
agement practices, which could include improper categorization or 
incomplete records. These factors collectively pose significant chal-
lenges to the accuracy and applicability of the findings, potentially 
limiting the generalizability of the study’s conclusions to current 
educational contexts.

Significance of Key Findings
The study’s analysis delineates age as a primary determinant 

of student degree completion, markedly surpassing conventional 
metrics like entry GPA, modality, and attendance status. This rev-
elation prompts a reconsideration of how predictors of educational 
success are traditionally viewed, challenging entrenched assump-
tions that prioritize factors like ethnicity and gender. Such insights 
necessitate a profound reevaluation of entry requirements and 
admission policies within higher education institutions. The data-
driven approach illuminated by this study advocates for more in-
clusive and equitable institutional practices. Such practices prom-
ise to enhance access to higher education for underrepresented 
populations, thereby improving enrollment and retention rates. 
This approach also fosters a conducive learning environment that 
acknowledges and leverages the life experiences and maturity lev-
els of older students, viewing these attributes not merely as back-
ground characteristics but as substantial assets within the educa-
tional ecosystem.

The pronounced influence of being a non-traditional, older stu-
dent underscores the necessity for a strategic reorientation in how 
educational institutions approach student recruitment and sup-
port. This paradigm shift indicates a crucial need for institutions to 
expand their focus beyond traditional student demographics and 
develop initiatives tailored to meet the diverse needs of students 
across varying age ranges. Institutions are encouraged to view 
the varied life experiences and maturity levels of older students 
as valuable contributions that enhance the educational ecosystem, 
rather than mere contextual variables. This perspective shift could 
lead to the adoption of more holistic educational practices that are 
sensitive to the unique challenges and strengths of non-tradition-
al students, ultimately fostering a more inclusive and supportive 
learning environment.

Future Research 
Future research should delve deeper into the factors impacting 

adult student success, particularly focusing on age, attendance, and 
Pell Grant eligibility. This exploration could extend to qualitative 
studies interviewing adult learners about their experiences, learn-
ing habits, and the cultural and historical influences that shape 
their educational journey. Such studies could provide richer, more 
nuanced insights into the variables that impact adult learners dif-
ferently across various age ranges.

Additionally, there’s a compelling opportunity to reassess and 
potentially challenge previous studies that positioned GPA as a 
crucial determinant of student success. By applying modern data 
sets to old methodologies, researchers could explore whether GPA 
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should still be considered a primary factor in predicting student 
success. This could involve comparing the academic outcomes of 
traditional versus adult students to assess the relevance of GPA 
across different student demographics.

A targeted study might explore how GPA impacts the likelihood 
of college completion on first versus subsequent attempts, particu-
larly for adult learners who have returned to education after signif-
icant gaps. This investigation could reveal whether GPA’s influence 
diminishes over time as adult learners accumulate life experiences 
that may compensate for earlier academic performance.

Expanding the scope of research to include broader demograph-
ic factors—such as socioeconomic status, employment, and family 
responsibilities—combined with age, could offer a holistic view of 
the student experience. Both quantitative and qualitative methods 
could be employed to capture the complex interplay of these fac-
tors on educational success. Direct engagement with students to 
capture their perspectives on what influences their academic suc-
cess would enrich the data.

Furthermore, examining the perceptions of faculty and poli-
cymakers could shed light on the receptiveness to using machine 
learning and data-driven decision-making in educational settings, 
especially when such approaches challenge established norms. 
Understanding these perspectives could help gauge the readiness 
and potential resistance within institutions toward adopting data-
driven frameworks.

Outside of feature importance, the rapid technological advance-
ments present an opportunity to evaluate the readiness of higher 
education institutions to implement and benefit from machine 
learning. Research could assess the variability in institutional capa-
bilities for data collection and management, identifying gaps that 
may hinder the effective use of data-driven approaches.

The premise that age significantly determines academic success 
could transform higher education practices, making them more in-
clusive and adaptive to the needs of diverse student populations. 
Future research in this area could lead to a refined understanding 
of how different life stages affect educational outcomes, support-
ing the development of policies and practices that better cater to 
adult learners. This shift toward a more nuanced, data-informed 
approach to educational decision-making has the potential to pro-
foundly influence policy formulation and institutional operations, 
enhancing the overall educational landscape for adult students.
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